
Image and Video Understanding

Slide credits:
Many thanks to all the great computer vision researchers on which this 
presentation relies on.
Most material is taken from tutorials at NIPS, CVPR and BMVC conferences.
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Outline

ÅConvolutional Networs(ConvNets) for Image Classification
ςOperations in each layer

ςArchitecture

ςVisualizations

ςResults

ÅRepresentations for Video Classification
ςHand-designed features

ςSpatiotemporal ConvNets

ςTwo-stream ConvNets
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Goal: Scene Understanding

Activities

ObjectsScenes

Actions

Temporal input sequence

Desert

Car

Open doorGet out of car

Leave a car in the desertPerson



One application: Image retrieval



Deep Learning - breakthrough in visual and speech recognition

Credit: B. Ginzburg



Alot of buzz about Deep Learning

MicrosoftOn Deep Learning for Speech goto3:00-5:10
Credit: B. Ginzburg

https://www.youtube.com/watch?v=Nu-nlQqFCKg#t=03m00s
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Credit: R. Fergus

Summary: Compare: SIFT Descriptor



What are the weakest links limiting performance?

ǒReplace each component of the deformable part model 
detector with humans

ǒGood Features (part detection) and accurate Localization 
(NMS) are most important
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Typical visual recognition pipeline

Feature
Extractor

e.g. SIFT, HoG...

Trainable
Classifier
e.g. SVM

Image/Video
Pixels

Å Select / develop features
Å Add on top of this Machine Learning for multi-class 

recognition and train classifier

Object
Class



ÅBuild features automatically based on training data

ÅCombine feature extraction and classification 

ÅAll the way from pixels Ą classifier

ÅOne layer extracts features from output of previous layer

Intuition Behind Deep Neural Nets

Layer 1 Layer 2 Layer 3
ά/!wέ

Č Each box is a feature detector



Some Key Ingredients
for Convolutional 
Neural Networks



Neural networks trained via backpropagation

input vector

hidden layers 
(features)

outputs

Back-propagate                
error signal to get 
derivatives for learning 
parameters ̒

Compare outputs with 
correct answer to get 

error signal L

Training
ÅF-Prop/ B-Prop
ÅLearning by

stochasticgradient
descent(SGD):

ÅA) Compute loss L on 
small mini-batch of data

ÅB) Compute gradient w.r.t. ̒
ÅC) Use gradient to update ̒(makea stepin the oppositedirection)

weights

Non-linearity

Credit: G. Hinton

F-Prop

B-Prop



Cat

Neural networks trained via backpropagation

input vector

Compare outputs with 
correct answer to get 

error signal

Training
ÅF-Prop/ B-Prop
ÅLearning by SGD:
ÅA) Compute loss on 

small mini-batch
ÅB) Compute gradient w.r.t. ̒
ÅC) Use gradient to update ̒

Back-propagate                
error signal to get 
derivatives for learning 
parameters ̒

Credit: G. Hinton



Dog

Neural networks trained via backpropagation

input vector

Compare outputs with 
correct answer to get 

error signal

Training
ÅF-Prop/ B-Prop
ÅLearning by SGD:
ÅA) Compute loss on 

small mini-batch
ÅB) Compute gradient w.r.t. ̒
ÅC) Use gradient to update ̒

Back-propagate                
error signal to get 
derivatives for learning 
parameters ̒

Credit: G. Hinton



Neural networks testing

Cat

Credit: G. Hinton

F-Prop



Neural networks testing

Dog

Credit: G. Hinton

F-Prop



Motivation: Images asa compositionof localparts
άtƛȄŜƭ-ōŀǎŜŘέ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴ

Credit: M. A. Ranzato

Too many parameters!


