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Abstract—In this paper, a no-reference perceptual sharpness metric based on a statistical analysis of local edge gradients is presented. The method takes properties of the human visual system into account. Based on perceptual properties, a relationship between the extracted statistical features and the metric score is established to form a Perceptual Sharpness Index (PSI). A comparison with state-of-the-art metrics shows that the proposed method correlates highly with human perception and exhibits low computational complexity. In contrast to existing metrics, the PSI performs well for a wide range of blurriness and shows a high degree of invariance for different image contents.
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I. INTRODUCTION

THE Human Visual System (HVS) provides the most reliable assessments in vision-based quality inspection, but in practice a subjective approach is costly and time-consuming. It is obvious that objective techniques are needed to predict the quality automatically by emulating human subjectivity.

Image quality metrics can be categorized by the amount of information available from the original undistorted image. Full-reference metrics have access to both the distorted image and the original image. Practically, the reference signal is unavailable in most applications. Thus, no-reference metrics, which rely only on the distorted image, are required. Various distortion types may occur during acquisition, processing, transmission and storage of digital content. No-reference metrics are typically designed for specific types of distortions. This work aims at sharpness estimation. Besides quality assessment, some further applications for sharpness metrics are for example automatic image enhancement [1], blind image deconvolution [2], camera auto-focus systems, the depth estimation of a scene [3], or image super-resolution [4].

Several spatial, as well as transform-based sharpness metrics are proposed and discussed in the literature; a comprehensive overview is given in [5] and [6]. Most of the spatial domain methods analyze regions around image edges, which are affected by a smoothing or smearing effect under blurring. Ferzli and Karam [5] and, more recently, Narvekar and Karam [7] propose spatial domain sharpness metrics, based on a concept of “just-noticeable blur”. Their algorithms build on measuring the edge spreads, initially proposed by Marziliano et al. [8]. A spatial metric which does not concentrate on edge widths is proposed by Li et al. [9], where sample statistics in the vicinity of edges in the original and a re-blurred image are compared. Transform-based methods typically exploit the fact, that sharp images contain more high frequency content than blurred images (e.g. [1], [10]). A sharpness metric based on the local phase coherence of complex wavelet coefficients is proposed in [11], where Hassen et al. utilize the fact that blur causes a disruption of local phase near sharp image features. A hybrid approach, combining spatial and transform-based features, is presented by Vu et al. [6]. They use the slope of the local magnitude spectrum and the local total variation to produce a sharpness map. The usually better performance of a hybrid approach comes with the cost of higher computational complexity. Recently, a transform-based method with very low computational complexity was proposed by Vu and Chandler [10], who measure the log-energy in high frequency discrete wavelet transform subbands.

Our method is also motivated by the basic idea of measuring sharpness around edges [5], [7], [8]; however, recent investigations [6], [10], [11] have shown that spatial-based metrics are outperformed by transform-based and hybrid metrics. In this work, we develop a metric, termed Perceptual Sharpness Index (PSI), that represents the perceived sharpness in an image. Our spatial-based PSI is able to consistently outperforms transform-based and hybrid metrics by using an improved way of computing edge widths, and novel approaches for the selection of relevant measuring points and the pooling of the local gradient features. We also analyze the edge slopes to integrate an acutance measure for modeling the influence of local contrast information on the perception of sharpness. Our algorithm is computationally fast and requires no training; all parameters are either based on properties of the HVS, or determined from our implementation study on the perceptual performance of the PSI.

II. PERCEPTUAL SHARPNESS INDEX (PSI)

A. Adaptive Edge Selection

The first step of the algorithm is the generation of an edge map, representing the relevant edges in the image. To this end, a vertical and horizontal Sobel filter is applied to the luminance component of the image, followed by a thresholding and thinning process. The Sobel filter responses are pointwise squared and summed to form a measure of the squared image
gradient $G$, which is thresholded with an adaptive threshold
\[ T = \alpha \bar{G}, \]  
where $\bar{G}$ denotes the mean of $G$ and the scaling factor $\alpha$ is set based on the experimental study on the influence of this parameter in Section III. By considering the average edge gradient energy, the adaptive threshold (1) leads to a focus on the most significant edges in the image. This focus on high local contrasts adapts to human perception, because the information in the HVS is represented in terms of contrast instead of the absolute intensities [12]. After thresholding, a thinning process is performed as a nonmaximum suppression along the edge gradients to generate an edge map.

B. Edge Width Measurement

We measure the widths of these significant edges $x = (x, y)$ by pixel-wise tracing along the edge gradient. Only approximately vertical gradients are measured to ensure low computational complexity and reasonably accurate measurements; our own experiments, and tests in [8], show that considering additional horizontal measurements do not improve the performance. Surprisingly, we found that incorporating the measurements of diagonal edge gradients resulted in a performance decrease. We believe, this is due to the larger quantization step-width ($\sqrt{2}$) of diagonal pixels, compared to a spacing of one between pixels in horizontal/vertical direction.

The angle difference between the gradient direction $\phi(x) = \tan^{-1}\left( \frac{I_y(x)}{I_x(x)} \right)$ and the tracing direction is denoted by $\Delta \phi(x)$, where the image gradient components $I_x$ and $I_y$ are computed by using finite differences. Consequently, at every edge $x$, with approximately vertical gradient direction $\Delta \phi(x) < \Delta \phi_{\text{max}}$, the edge width is computed by
\[ w(x) = \frac{w_{\text{up}}(x) + w_{\text{down}}(x)}{\cos(\Delta \phi(x))}, \]  
where $w_{\text{up}}(x)$ and $w_{\text{down}}(x)$ are the distances between the detected edge pixel $x$ and the traced local maximum $I_{\text{max}}(x)$ and local minimum $I_{\text{min}}(x)$ luminance pixels, respectively. Although the denominator in eq. (2) compensates for deviations $\Delta \phi(x)$ of the edge gradient direction to the tracing direction, large deviations will incorporate errors into the measurement process. Thus, only approximately vertical edge gradients, with a maximum angle difference of $\Delta \phi_{\text{max}}$, are considered. Additionally, a measurement point is rejected if the corresponding gradient starts or ends at an image border.

C. Modeling the Human Perception of Acutance

Receptive fields of retinal cells are much more sensitive to contrast across a border than to the overall light level [12]. Therefore, the HVS is more sensitive to signal contrast than to the local absolute signal strength. Motivated by the observation that high-contrast edges are perceived as sharper, we refine the metric by taking the edge slopes explicitly into account. The slope is utilized as an acutance measure, and is given by:
\[ m(x) = \frac{I_{\text{max}}(x) - I_{\text{min}}(x)}{w(x)}, \]  
assuming a luminance range of $[0, 1]$. The measured edge width is decreased in proportion to the edge slope, to assess high contrast edges as sharper:
\[ w_{\text{PSI}}(x) = \begin{cases} w(x) - m(x), & \text{if } w(x) \geq w_{\text{JNB}}, \\ w(x), & \text{otherwise}. \end{cases} \]  

To imply the just-noticeable difference, perceived by the HVS, only widths above a minimum width $w_{\text{JNB}}$ are reduced. This minimum width is the Just-Noticeable Blur (JNB) width, representing the minimum amount of perceived blurriness around an edge, which depends on the local contrast in the neighborhood of the edge. It is estimated in subjective experiments [5] on a blurred edge with different blur amounts, to 5 pixels for edges with a contrast lower than 50, and 3 pixels for edges with higher contrast. Since the proposed PSI only focuses on high contrast edges we use $w_{\text{JNB}} = 3$.

D. Block Based Percentile Pooling

1) Local Sharpness Estimation: To deduce local sharpness values, the image is divided into blocks of $32 \times 32$ pixels. Due to the quantization step of one pixel in the edge width measurement process, narrow edges may generate a high quantization error. Therefore, we require at least one measurement from wide edges, or more than one measurements from narrow edges in each block. Essentially, this corresponds to a minimum sum of 2 of all measured widths within a block. We then compute the local sharpness estimates as the reciprocal of the average $w_{\text{PSI}}(x)$ of all measurements in a local block.

2) Global Sharpness Estimation: To ignore out of focus regions in images with strong depth-of-field effects, and to adapt to human sharpness perception, the PSI is calculated by a percentile pooling of the local sharpness estimates as the highest $\gamma$th percentile average of the local sharpness values across the image. This approach has proven to correlate well with subjective perception [13], [14]. The motivation behind the percentile pooling is the observation that the sharpest regions in an image heavily influence human perception of sharpness.

III. PERCEPTUAL IMPLEMENTATION ANALYSIS

To determine the influence of the parameters, which do not base on subjective experiments (i.e. $\Delta \phi_{\text{max}}$, $\alpha$ and $\gamma$), we apply the PSI to the Gaussian blurred images from the subjective quality assessment database IVC [15] and vary these parameters. We also provide the optimal parameters$^1$ for the PSI by analyzing its performance on all publicly available subjective databases with Gaussian blurred images (i.e. LIVE [16], TID2008 [17], CSIQ [18] and IVC). Nevertheless, our evaluations in Section IV show results for the parameters$^2$ based on IVC only, since using the optimal parameters would imply a training on the test data; however, when applying the PSI to arbitrary images the optimal parameters$^1$ should be chosen.

We investigate the impact of all combinations of the three parameters. First, we observe that varying the maximum angle difference has only modest effect on performance; generally, low thresholds $\Delta \phi_{\text{max}} \leq 2^\circ$ decrease performance, as they

$^1\Delta \phi_{\text{max}} = 7^\circ; \alpha = 5.6; \gamma = 18$ (optimal for LIVE, TID, CSIQ and IVC)

$^2\Delta \phi_{\text{max}} = 8^\circ; \alpha = 4.7; \gamma = 22$ (used for all evaluations in this paper)
do not incorporate enough measurements, and larger thresholds $\Delta \phi_{\text{max}} \geq 15^\circ$ also decreases performance, due to the integration of imprecise measurements. Second, we investigate the impact of multiple scaling factors $\alpha$ for the adaptive threshold, which focuses the PSI on high local contrasts. Scaling factors $\alpha > 3$ increase the overall performance, due to the focus on high contrast edges, which exhibit higher visual importance; however, using factors $\alpha > 9$ turns out to decrease the performance, because not enough edge measurements are integrated. This also applies for very low percentiles $\gamma < 2$ for the pooling. However, reasonably low pooling percentages lead to a concentration on the sharpest image blocks; we found that percentiles $\gamma < 40$ are essential for good performance when assessing the sharpness in images with out of focus regions, e.g., if the foreground is sharp and the background is blurred.

IV. EXPERIMENTAL RESULTS

In this Section we evaluate the performance of the proposed PSI and compare it against five state-of-the-art metrics: two spatial sharpness metrics: JNB [5], CPBD [7], two spectral sharpness metrics: S3 [6], FISH [10], and two no-reference quality metrics: DIVINE [19] and BLIINDS-II [14], by using the implementations provided by the authors.

The capability of an image quality metric is typically judged by how well it correlates with human perception of quality (Section IV-A) and how suited it is for real-time applications (Section IV-B). A sharpness metric should additionally decrease monotonically as the blurriness of an image increases (Section IV-C), and exhibit small variations for different images with same blur level (Section IV-D).

A. No-Reference Quality Assessment

To predict the quality of several distorted images, we use the three largest subjective image quality databases LIVE, TID and CSIQ. These databases provide mean opinion scores (MOS) from people rating the image quality as ground truth. The Gaussian-blur datasets, consisting of 174, 150 and 100 images from LIVE, CSIQ and TID, respectively, are used.

We report the following standard measures to describe the performance of the predictions: 1) Pearson’s linear correlation coefficient (LCC) indicating the prediction accuracy; 2) the Spearman rank-order correlation coefficient (SROCC), expressing the monotonicity by ignoring the relative distance between the data; 3) the Outlier ratio (OR), indicating the consistency, is the fraction of predictions outside the interval $[\text{MOS} - 2\sigma, \text{MOS} + 2\sigma]$, where $\sigma$ is the standard deviation of the opinion scores for a single image; and 4) the root-mean-squared error (RMSE). High LCC and SROCC, as well as low OR and RMSE indicate good predictions of the MOS.

We also show performance scores, conforming to the evaluation procedures suggested by the Video Quality Experts Group [20], where a non-linear mapping of the predictor results $s_i$ to the subjective ratings is recommended; each metric score is first mapped, using the suggested four-parameter logistic function

$$\text{MOS}(s_i) = \frac{\beta_1 - \beta_2}{1 + \exp\left(-\frac{(s_i - \beta_3)}{|\beta_4|}\right)} + \beta_2,$$

where the parameters $\beta_1, \beta_2, \beta_3, \beta_4$ are chosen to minimize the sum of squared differences between the predicted $s_i$ and the MOS. Note, however, that these scores show a less critical judgment due to the mapping to the desired MOS, also note that the SROCC does not change due to this mapping, as it only assesses the correct ordering.

Table I presents the performance for quality prediction of blurred images. The MOS scores are scaled differently in each database and therefore the RMSE diverges. Since DIVINE and BLIINDS-II are trained on LIVE, their performance is not listed for this database. Overall, the PSI performs very well in terms of correlation with human perception, it is significantly outperforming the other metrics and the best performer or tied with the best performer on all databases. Only S3 is competitive, but at much higher computational complexity (i.e. our PSI is around 400 times faster than S3). Furthermore, DIVINE and BLIINDS-II also perform well, even though these metrics are adjusted for the detection of four additional distortion types. To express the overall performance gain, we weight the LCC scores with the number of images in the respective databases. Our PSI improves the performance over the second best metric (S3) by 11.31% and 2.30% in LCC and SROCC after non-linear mapping (5), respectively.

### Table I

<table>
<thead>
<tr>
<th>Hybrid</th>
<th>MOS</th>
<th>Transform-based</th>
<th>Spatial-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIVE</td>
<td>0.9535</td>
<td>0.9430</td>
<td>0.9617</td>
</tr>
<tr>
<td>TID</td>
<td>0.9418</td>
<td>0.9412</td>
<td>0.9403</td>
</tr>
<tr>
<td>CSIQ</td>
<td>0.8960</td>
<td>0.8947</td>
<td>0.8987</td>
</tr>
</tbody>
</table>

B. Runtime Analysis

The average runtime for the compared algorithms is also listed in Table I. All metrics are implemented in MATLAB and executed on a 2.8 GHz processor with 4 GB RAM. The runtime scales with the image sizes which are typically 768 × 512, 512 × 384 and 512 × 512 for LIVE, TID and CSIQ, respectively. FISH is the fastest sharpness estimator, due to its special design for low computational complexity. The proposed PSI is also very fast and competitive to FISH, because it concentrates on a set of significant edges and therefore on only a small fraction of all pixels.
C. Monotonic Blur Prediction

In order to evaluate the metrics’ capability to monotonically predict increasing amounts of blur, 1411 blurred versions of all reference images from the databases were generated by using a circular-symmetric 2D Gaussian kernel of standard deviation \( \sigma_{\text{blur}} \), which ranges from 0.25 to 8.25, in discrete steps of 0.5 pixels. All of these images are natural, the TID database also contains an artificial image which is excluded in this experiment. The results for the four best performing metrics are visualized in Fig. 1, which shows the metric values for the blurred versions of the same reference image by individual lines plotted against the the standard deviation of the Gaussian blur kernel. The experiments reveal that all methods decrease monotonically when applied to identical images with increasing blurriness; however, for high amounts of blur only the proposed PSI is consistently decreasing. Moreover, the CPBD, FISH and \( S_3 \) metrics show a rapid decay for increasingly blurred content and are unable to appropriately quantify the amount of blur for heavily blurred images.

D. Image Content Invariance

We also report the standard deviation of the sharpness metrics for slightly blurred versions of the 83 original images, with same blur amounts \( \sigma_{\text{blur}} \). Before calculation of the standard deviation, the 83 metric scores are normalized to the interval \([0,1]\), by dividing each score by the maximum score for each \( \sigma_{\text{blur}} \). The results are shown in Table II, where the proposed PSI exhibits much lower deviations for different images at the same blur level, i.e., the average performance gains over \( S_3 \) and FISH are 31.70% and 31.93%, respectively.

<table>
<thead>
<tr>
<th>( \sigma_{\text{blur}} )</th>
<th>JNB</th>
<th>CPBD</th>
<th>( S_3 )</th>
<th>FISH</th>
<th>PSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.1523</td>
<td>0.1017</td>
<td>0.1067</td>
<td>0.1215</td>
<td>0.0638</td>
</tr>
<tr>
<td>0.50</td>
<td>0.1734</td>
<td>0.1359</td>
<td>0.1190</td>
<td>0.1303</td>
<td>0.0890</td>
</tr>
<tr>
<td>0.75</td>
<td>0.1627</td>
<td>0.1617</td>
<td>0.1456</td>
<td>0.1264</td>
<td>0.0925</td>
</tr>
<tr>
<td>1.00</td>
<td>0.1556</td>
<td>0.1690</td>
<td>0.1312</td>
<td>0.1238</td>
<td>0.0924</td>
</tr>
<tr>
<td>1.25</td>
<td>0.1474</td>
<td>0.1834</td>
<td>0.1273</td>
<td>0.1296</td>
<td>0.0930</td>
</tr>
</tbody>
</table>

V. Conclusion

An effective method for the assessment of perceived sharpness has been presented. This Perceptual Sharpness Index (PSI) uses extracted edge gradient features by utilizing characteristics of the human visual system. The evaluation on public quality assessment databases shows that the PSI correlates highly with human subjective judgments and performs well for a wide range of bluriness, from slightly to heavily blurred images, with a large degree of invariance for different image contents. We have demonstrated that the PSI is computationally efficient making it applicable for many practical imaging problems, such as quality assessment, blind deconvolution, automatic image enhancement, and super-resolution.
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